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Abstract
Introduction: Lack of a proper method for early detection and diagnostic errors in med-
icine are some fundamental problems in treating cancer. Data analysis techniques may 
significantly help early diagnosis. The current study aimed at applying and evaluating 
neural networks and decision tree algorithm on breast cancer patients’ data for early 
cancer prediction. 
Methods: In the current study, data from Breast Cancer Research Cancer (BCRC), ACE-
CR (the Academic Center for Education, Culture and Research) were used consisting of 
data from 4004 patients with breast cancer risk factors. Of all records, 1642 (41%) were 
related to malignant changes and breast cancer and 2362 (59%) were related to benign 
tumors. Data were analyzed by neural networks perceptrons and decision tree algorithm 
and divided into two parts for training (70%) and testing (30%) using Rapid Miner 5.2.
Results: For decision tree, accuracy of 81.62%, specificity of 79.80%, sensitivity of 
89.49%, and for neural network, accuracy of 81.62%, specificity of 89.99%, and sensi-
tivity of 90.80% were reported. Results showed acceptable capabilities to analyze breast 
cancer data for both algorithms.
Conclusions: Although both models provided good results, neural network showed 
better diagnosis for positive cases. Database type and analysis method influenced the 
results. On the other hand, information about more powerful risk factors of breast cancer 
can provide models with high coverage. 
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INTRODUCTION
Breast cancer is a disease with various aspects, which 
inflicts huge expenses on the individual and the soci-
ety. This is a disease in which malignant cells come 
from breast tissue and proliferate increasingly while 
they pass immune system without causing any de-
fending and aggressive reaction against it [1, 2]. This 
disease usually initiates as a hard mass in superior 
lateral region of breast and may expand gradually to 
the whole body [3]. Although cancer is the result of 

combination of risk factors, the main cause of breast 
cancer is not clear, however, a number of risk factors 
are known for breast cancer [4, 5] including genetic 
and racial factors, hormones, diet and obesity, radi-
ation, menopausal after age of 50, long time use of 
obstructive compulsive pills (OCPs), hormone ther-
apy, cancer family history, and alcohol consumption 
[5, 6]. Thus, identification and right actions for the 
awareness of people (empowering people) about all 
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risk factors effective in breast cancer can help in its 
early detection or prevention.  
Medical researchers are interested in statistical 
methods to develop prognostic models in various 
scientific fields such as medical informatics. Med-
ical prediction models help physicians to overcome 
health care problems and decrease medical errors 
[7]. Since classification of medical issues is inher-
ently non-linear, developing and improving a com-
prehensive model among data and independent 
variables, by statistical models, are not precise. Fur-
thermore, conventional statistical techniques are not 
suitable to analyze large data sets [8]. Data analysis 
and its techniques, if used properly, can be more effi-
cient in this regard. Since the application of modern 
technologies and software knowledge in medicine 
increased during the last two decades, studies show 
that early diagnosis has a significant role in decreas-
ing cancer mortalities [9]. Therefore, application of 
data analysis techniques on breast cancer data sets 
and extraction of useful results to improve accuracy 
in medical diagnosis are crucial [8]. 
One of these new techniques is (medical) data min-
ing, which can be defined as the non-trivial extraction 
of implicit previously unknown and potentially use-
ful information or pattern about (medical) data [10, 
11]. Using this technology, the risk of cancer can be 
predicted, which may play a pivotal role in the diag-
nosis process and an effective preventive strategy or 
play a role in cancer screening [12]. 
Several classification models are proposed over the 
years such as artificial neural networks (ANNs), sta-
tistical models, decision trees, and genetic algorithm 
[13, 14]. ANN is a set of connected input/output 
units in which each connection has a weight associ-
ated with it. During the learning phase, the network 
learns by adjusting the weights to be able to predict 
the correct class label of the input tuples [14]. These 
algorithms can be used to perform nonlinear statis-
tical modeling and provide a new alternative to lo-
gistic regression. Neural networks offer a number of 
advantages such as requiring less formal statistical 
training, ability to detect all possible interactions 
between predictor variables, and the availability of 
multiple training algorithms [15].
Decision trees are powerful and popular both for 
classification and prediction. They are also useful to 
explore data to gain insight into the relationships of 
a large number of candidate input variables to a tar-
get variable. The model can be designed in a couple 
of layers with which the accuracy of the model is 
adjusted [13, 17]. C5.0 (after C5.0) is one of the de-
cision tree algorithms (18) used/tested for different 

medical databases successfully or non-successfully. 
Application of this algorithm for medical purposes, 
especially in cancer, is still questionable [18, 19].
Regarding the importance of breast cancer and its 
early diagnosis as well as understanding the effec-
tive role of predicting models of data analysis type, 
it seems essential to evaluate the accuracy of these 
techniques in application fields and various sites to 
identify and introduce the most efficient and effec-
tive models. Thus, the current study aimed at inves-
tigating and identifying the accuracy of two different 
models, artificial neural network and decision tree 
(C5.0) to predict the risk of breast cancer and com-
parison of these two models. This may also lead to a 
proper result if C5.0 is comparable to neural network 
on cancer data as a successful method of classifica-
tion.

METHODS
In a retrospective study, a merged database was used. 
The data consisted of information related to breast 
cancer patients admitted to Motamed Breast Diseas-
es Clinic in Tehran, Iran from 2000 to 2015. Each 
record consisted of 14 fields including information 
related to breast cancer risk factors added with one 
field clarifying the type of main tumor (malignant or 
benign). The selection of risk factors for breast can-
cer was conducted according to their importance in 
various sources. All of the risk factors used in breast 
cancer were directly related to their significance in 
various study communities based on statistical tests. 
According to their priority levels in different sources 
and in consultation with surgeons and pathologists, 
20 risk factors were selected, which were ultimate-
ly used by the researchers according to the data that 
the research center provided. The 14 priority factors 
were used in modeling by the centers clinicians’ con-
sensus. Table 1 presents the evaluated risk factors 
among data bases.
To preprocess data, columns unrelated to disease 
risk factors or related to patients’ demographic infor-
mation were omitted. Then, records with more than 
20% missed information and records with irrelevant 
information were omitted to ensure more validity. 
Finally, missing values were imputed and replaced 
based on central criteria of mean 25 adjacent with 
SPSS version 21. By imputation, 3994 records re-
mained (0.2% omitted). Then by random sampling, 
70% of data were considered for models training 
and 30% for models testing and they were designed 
based on this classification [11]. In order to design 
neural network in Rapid Miner 5.2, the number of 
nodes was considered 14, learning rate of 0.01-0.5, 
hidden layer of 1-2; the number of nodes in hidden 
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layer was 10 and the number of iteration was con-
sidered 200-1000. Furthermore, to design the tree 
in Rapid Miner 5.2, data productivity criteria, min-
imum branch size of 2-8, minimum leaf size of 2, 
minimum productivity of 0.01-0.5, and confidence 
of 0.25 were used; then, models were evaluated us-
ing 30% of the data. 
Finally, the confusion matrix and ROC (receiver 
operating characteristic) diagram were used. To in-
terpret confusion matrix about classification and di-
agnosis of diseases and breast cancer patients, there 
were four states including true positive, true nega-
tive, false positive, and false negative [11]; and three 
main indices including sensitivity, specificity, and 
accuracy in classification were used [11]. 
As already mentioned, data were divided into two 
parts after being transferred to Rapid Miner soft-
ware,: 70% for training and 30% for testing models 
and then, two multi-layer perceptron neural network 
(MLP) and decision tree (C5.0) were trained based 
on 70% of data and then, were tested based on 30% 

of data and results were provided by the three criteria 
of accuracy, sensitivity, and specificity.
RESULTS
The database consisted of 4004 records of female 
patients in which 1642 (41%) were related to breast 
cancer and 2362 (59%) to breast benign tumors. 
After testing the relationship between the input pa-
rameters and breast cancer, these variables were used 
to create a decision tree and a neural network model. 
Correct prediction rates were greater in neural net-
work guesses compared with those of the decision 
tree model. As described in previous section, after 
training and testing the models, the three indices of 
sensitivity, specificity, and accuracy were reported 
by the software. Table 2 represents the results of 
evaluation of models. 
Based on Table 2 it maybe concluded that there was 
no significant difference between specificity and 
accuracy indices for the two algorithms. However, 
neural network was notably more sensitive than de-
cision tree to identify the malignant tumors.

Table 2: The Results of Testing Models by Sensitivity, Specificity, and Accuracy of Models

Model Sensitivity (Optimized) Specificity (Optimized) Accuracy

Multi-layer Perceptron Neural Network 90.80% 89.99% 81.62%

Decision Tree C5.0 89.49% 79.80% 80.01%

Table 1: Breast Cancer Risk Factors Considered in the Study

Risk Factor Type Range

The Age at the Time of Diagnosis Quantitative–Discrete 38-89

The Age of the First Menstruation Quantitative–Discrete 11-16

Menopausal Age Quantitative–Discrete 48-62

The Age of the First Pregnancy Quantitative–Discrete 18-45

History of Breastfeeding Qualitative–Classified Yes=1, No=0

OCPs Use Qualitative–Classified Yes=1, No=0

History of Hormone Therapy After Menopause Qualitative–Classified Yes=1, No=0

History of Breast Cancer Qualitative–Classified Yes=1, No=0

Family History of Breast Cancer Qualitative–Classified Yes=1, No=0

Infertility History Qualitative–Classified Yes=1, No=0

Smoking Qualitative–Classified Yes=1, No=0

Marriage Status Qualitative–Classified Yes=1, No=0

Education Qualitative–Classified Yes=1, No=0

Bad Events of Life Qualitative–Classified Yes=1, No=0

Type of Disease (Malignant or Benign) Qualitative–Classified Malignant=1, Benign=0
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DISCUSSION  
In the current study, a multi-layer neural network 
and decision tree (C5.0) were developed to diagnose 
breast cancer, trained and tested using data analysis 
algorithms based on a real database of Iranian pa-
tients. In comparison, despite the similar results in 
the accuracy measure and the specificity, one of the 
models (neural network) was significantly better in 
diagnosing the positive cases. Early diagnosis of 
breast cancer is important from different viewpoints 
and can enhance patients’ survival. Due to the im-
portance of risk factors in breast cancer incidence, 
efficacy of data analysis techniques to achieve an ef-
fective model in diagnosis and predicting diseases is 
undeniable [7]. 
Two neural network and decision tree models were 
used by other researchers on other breast cancer da-
tabases, the results were different from those of the 
current study. Especially, it was found that C5.0 as 
the new version for C4.5, may be used properly on 
the current study real breast cancer data. Also, var-
ious results may be found for the assessments with 
some other databases. For instance, in a study by 
Senturk and Kara [20] on neural network and deci-
sion tree models in Wisconsin sampling database, 
the accuracy of both models were more than that of 
the current study. The reason for this difference can 
be attributed to the difference of databases, methods, 
and missing data management. But, using a real local 
database used in the current study makes the results 
more reliable for local use. Moreover, in a study by 
Anand [21] to diagnose breast cancer on SEER da-
tabase, C4.5 algorithm was used with a higher accu-
racy than that of the current study. In addition to the 
different applications of the algorithm, reason can 
be attributed to differences in databases or classifi-
cations, and data selection methods. In a study by 
Lakshmi et al., to evaluate efficacy of data analysis 
algorithms, C4.5 algorithm was used for Wisconsin 
sampling database. The accuracy of this model was 
significantly higher than that of the current study, due 
to the difference in the evaluation method. There-
fore, differences in types of databases can cause dif-
ferent results in data analysis. Kiani & Atashi [10]
used decision tree to model breast cancer data in 
early prediction of cancer recurrence. Similarities 
of these two studies were the application of decision 
tree, a real collection of patients, and similar results 
to evaluate models. These researchers showed 75% 
accuracy for decision tree model, which was lower 
than that of the current study. Maybe the most im-
portant cause of this difference was lower number 
of records and choosing dependent variables in the 

study by Kiani. Also, higher number of training data 
to a specific level increased the probability of accu-
racy improvement [9]. Furthermore, Tolooi et al., 
used C5.0 decision tree to model breast cancer data 
using data from the current study and obtained 95% 
accuracy [17]. 
The most important limitation of the current study 
was large volume of missing data. Replacing meth-
ods with data estimation were used due to indepen-
dency among variables and lack of specific order in 
them, this approach may have affected the results. 
Another limitation was the application of one of the 
various methods in neural network and different 
kinds of decision tree; hence, it was not possible to 
evaluate the most efficient algorithm among these al-
gorithms. The main strength of the current study was 
the application of a real data collection from patients 
with high number of records that improved system 
training and was relatively better than those of re-
gional studies in this context. 
According to one of the main purposes of medical 
data analysis, achieving the best algorithm for data 
description, results from models` analysis on data-
bases are unique based on the applied method in the 
same study. Therefore, results are only valid for that 
method. On the other hand, a more complete list of 
risk factors can provide a model with more exten-
sive coverage. Moreover, the type of method used, 
its identity for data preprocessing, replacing missing 
data, and the method considered for data evaluation 
can affect different results of the models. 
Researchers can use results of the current study for 
their future studies on breast cancer risk factors da-
tabase and provide models with higher efficacy and 
accuracy. It is suggested to investigate breast cancer 
data about diagnosis, compare separate modeling 
results, in decision tree, variation of iterations and 
investigate results with variation of neural network 
indices and compare more algorithms, especially 
support vector machine (SVM), due to its promising 
results in medicine. 
In the current breast cancer database, although the 
two models showed a similar accuracy value, ANN 
method had a better diagnosis for positive cases. In 
addition, C5.0 performed properly in medical (can-
cer) data, particularly in positive case detection, 
which was comparable to neural network as a pow-
erful successful algorithm. This method can help 
early diagnosis, especially in breast cancer (pre-) 
screening when other tests seem expensive in long-
term planning. Such informatics methods are easy 
to apply, inexpensive, and fast return. More studies 
should be designed for this purpose. 
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