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Introduction: The early diagnosis of breast cancer as prevalent cancer among women, is 
a necessity in the research on cancers since it could simplify the clinical management of 
other patients. The importance of the classification of breast cancer patients into high- or 
low-risk groups has led research groups in the biomedical and informatics departments 
to evaluate and use computer techniques such as data mining. To date, various methods 
have been used for breast cancer diagnosis which has shown unfavorable accuracy due 
to issues such as computational complexities and prolonged implementation. 
Methods: The present study aimed to apply the feature selection method based on the 
binary bat algorithm (BBA) to increase the accuracy of the breast cancer diagnosis. 
Feature selection is carried out to select the most important features from a dataset. 
We applied the naïve bayes (NB), support vector machine (SVM), and J48 algorithms 
in MATLAB software; based on the dataset obtained from Wisconsin to evaluate the 
accuracy, sensitivity, and diagnostic criteria of the proposed model.
Results: The BBA had 99.28%, 96.43%, and 92.86% accuracy in SVM, NB and J48 
algorithms, respectively.
Conclusions: According to the results, the feature selection technique, along with the 
BBA and SVM, yielded the most accurate results regarding breast cancer detection. 
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One of the most common cancers in the world 
is breast cancer as a result of the uncontrollable 
growth of tissues [1]. The disease is more common 
in high-income countries, but it is also increasing 
in low-income regions such as in Africa, Asia, 
and Latin America [2]. In the medical industry, 
the early diagnosis of breast cancer at the early 
stage, preventing its development to the other 
parts of the body, decreasing the treatment costs, 
and increasing the treatment quality has turned 
into a major goal. Recently, the development of 

data-based methods has led to the introduction 
of new and effective ways of diagnosing breast 
cancer. Data mining and expert systems have been 
not only employed in solving medical issues but 
have been extensively used for other industrial 
applications [3]. Some of the strong specialized 
and data-based methods are the artificial neural 
network, fuzzy systems, decision tree, support 
vector machine (SVM), Bayesian Network (BN), 
etc. Actually, by employing data mining techniques 
and data modeling, cancer patients with dangerous 
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conditions might be diagnosed [2]. For example, 
in recent studies, the precision and accuracy of 
sequential minimal optimization (SMO) and 
SVM algorithms in diagnosing breast cancer were 
evaluated [4-8]. The studies indicated that the 
SVM and SMO algorithms were superior to other 
algorithms in increasing the precision level of 
diagnosis. In a study carried out by Aljawad et al., 
two BN and SVM algorithms were evaluated with 
regards to the prediction of conservation status in 
patients with breast cancer [4]. The investigated 
criteria were precision, accuracy, and recall. The 
criterion of receiver operating characteristics 
(ROC) was also used. The experimental results of 
the simulations indicated that SVM outperformed 
BN and had more precision. Moreover, in the 
research conducted by Lakshmi et al., three data 
mining algorithms including naïve bayes (NB), 
RBF, and J48 were used for the early diagnosis 
of breast cancer, and the superiority of these three 
algorithms were proved [9]. The neural network 
algorithm was used to diagnose breast cancer, and 
the superiority of the algorithm was proved [1, 
10, 11]. Furthermore, in the research carried out 
by Chaurasia et al., it was attempted to improve 
the precision of diagnosing breast cancer, using 
the statistical characteristics [12]. K-NN with three 
different distance metrics including euclidean, 
cosine, city-block, and their combination were used 
for classification. The extracted characteristics led 
to the classification of return on investment (ROI) 
into each of the classes of the breast tissues including 
density, fat, and glands. The results showed that 
the combined classification of K-NN indicated 
more precision and might be effectively used in 
categorizing the breast tissues.  Conventional data 
mining techniques (SVM and ANN) have provided 
variable accuracy in the diagnosis of breast cancer 
due to complications such as the lengthy run time 
and computational complexity. Therefore, the 
combination or improvement of these techniques 
and the use of feature selection techniques could 
increase diagnostic accuracy and eliminate the 
defects of these methods. The present study aimed 
to propose a feature selection method inspired by 
bats’ behaviors in nature, and the article includes 
a materials and methods, introduction of the 
proposed method, preferences and criteria for 
comparison, discussion and conclusion. 

METHODS
Figure 1 depicts the algorithm proposed in the 
present study. We applied the bar binary algorithm 
[14] to select the valuable features for the detection 
of breast cancer. In addition, the SVM, J48 and 
NB algorithms were used to classify the feature 
selection data. As depicted in Figure 1, the method 
encompassed three main phases, which have been 
elaborated on in the following sections.

Figure 2: Three Phases of Proposed Method
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Phase One 
This phase consisted of three stages, including data 
uploading, preprocessing, and normalization. 

Data uploading
At this stage, the breast cancer datasets were 
extracted from the repository university of California 
Irvine (UCI) [13] to perform the preprocessing and 
normalization of operations. In total, 699 records, 10 
features, and one cancer class were extracted (class 
zero was related to healthy Individuals and class one 
was related to breast cancer patients) (Table 1) [5, 14].

Table 1: Input Features of Datasets
Features

1 Sample code number: id number

2 Clump Thickness: 1 - 10

3 Uniformity of Cell Size: 1 - 10

4 Uniformity of Cell Shape: 1 - 10

5 Marginal Adhesion: 1 - 10

6 Single Epithelial Cell Size: 1 - 10

7 Bare Nuclei: 1 - 10

8 Bland Chromatin: 1 - 10

9 Normal Nucleoli: 1 - 10

10 Mitoses: 1 - 10

Preprocessing to eliminate the missing data
In the present study, the preprocessing stage and 
elimination of the missing data were carried out; 
using the nearest neighbor technique, which replaces 
the NaN values with the values of the nearest 
neighbor’s column [15].

Normalization
In this phase, the repeated records were cleaned using 
the Min-Max normalization method. Afterward, 
the data were divided into the educational and 
experimental categories, and normalization was 
performed for each feature. In general, normalization 
refers to the classification of data within a specific 
range (e.g., 1, -1).

Phase Two
This phase consisted of two stages, including data 
selection and data classification.

Feature selection based on the binary bat algorithm

Bat algorithm
The bat optimization algorithm is inspired by the 

tracking of small bats in search of prey so that the 
small bats could hunt their prey in absolute darkness 
through the emission and reception of sound. The 
following ideal rules are applied to develop the 
algorithm [16]: 
All the bats used sound reflection to detect the 
distance and spot the difference between food and 
the leading obstacles. Bats fly at the random speed 
of vi in the xi location, with the fixed frequency of 
fmin, various wavelengths of λ, and sound loudness of 
A to hunt the prey. In addition, they automatically 
regulate the distributed waves and their pulse rate 
based on the proximity of the prey. 
∈ [r (0, 1)] depending on the proximity of their 
target
Since sound loudness may differ in various aspects, 
it is often considered to be within the range of Rmax 
(highest value)-Rmin (lowest value).
For each bat, Xt

i and the velocity of Vi
t-1 were 

considered based on the mentioned rules, and the 
ith location in t repetition and fi frequency were 
measured; using the following Equations: 

Equation 1: 

Equation 2: 

Equation 3: 

Equation 4: 

Where ∈ [β 1 ,0] is a random vector with uniform 
distribution, and X shows the optimal current location 
(solution), which is found in each replication after 
the comparison of all the solutions among n bats. In 
addition, the f frequency is often considered to be 
within the range of fmin=(0), fmax=(100). In each 
replication, an answer is selected as optimal to find a 
location, and the new location of each bat is updated 
locally with a random step; using Equation 4, 
where 𝜀∈ [0,1] is a random number, and At=<A i

t> 
represents the mean sound loudness of all the bats 
in this phase.

Binary bat algorithm for feature selection
A standard approach to feature selection is that each 
solution could be in two modes of zero and one, 
with zero indicating the unselected feature and one; 
showing the selected feature. At this stage, we applied 
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the binary bat algorithm (BBA) to select the important 
features in breast cancer diagnosis. In this algorithm, 
the decision variables could only be attributed to one 
of the zero or one modes. In the binary bat algorithm, 
each bat (feature) moves to the continuous values 
in the search space, which is modeled in the form 
of an n-dimensional Boolean network in case of the 
selection of the feature, where the bats (features) 
move across the corners of a hypercube. The location 
of the bats is exhibited by a binary vector since 
the issue is the selection or lack of selection of the 
features. The binary version of the bat algorithm uses 
a sigmoid function to limit the position of the new bat 
to the binary values only, as follows [16]:

Equation 5: 

Therefore, Equation 3 in the bat algorithm could be 
replaced by Equation 5.

Equation 6: 

In these equations, 𝜎∼(0, 1); therefore, Equation 
6 could only provide the binary values for the 
specifications of each bat in the Boolean network; 
regarding the presence or absence of the features. 

Data classification
At this stage, the training data were taught; using the 
SVM-BBA, NB-BBA, and J48-BBA algorithms and 
assessed based on the experimental data that were 
not used in the training phase.

Phase Three
This phase consisted of two steps, including 
determining the accuracy and using the K-fold 
technique.

Determining the accuracy of the test method
At this stage, the accuracy determined by the 
three algorithms used in the current research was 
calculated, assessed, and compared.

Validation of the K-fold cross technique
The efficiency of a model could be more accurately 
assessed by dividing the dataset into the educational 
and experimental subcategories. After the division, 
the prediction model was established with the 
education data, and its accuracy was evaluated; 
using the experimental data. In this technique, the 
main dataset was randomly placed in the k data 
subgroup, and the prediction model was developed 
each time with a k-1 subgroup and evaluated with 
the remaining subgroup. The education and test 
processes were also repeated k times, followed by 
averaging the results obtained from the procedure; 
therefore, the obtained results were considered to be 
favorable. 

Preferences and Criteria for Comparison
In the previous section, we presented a method to 
increase the accuracy of breast cancer prognosis. In 
this section, the evaluation criteria of the proposed 
method have been assessed, followed by the 
simulation of the proposed method in MATLAB 
software [17]. The results obtained from the 
simulation were assessed based on the evaluation 
criteria and using tables.

Confusion matrix 
In Table 2, the matrix shows the function of the 
classification algorithm based on the input dataset 
and various categories of the classification problem 
to evaluate the performance of the proposed method.
Presented in Equations 7 to 12, the set of criteria is 
used as the most important evaluation criteria.

Equation 7: 

Equation 8: 

Equation 9: 

Equation 10: 

Table 2: Confusion Matrix
Predicted Amounts

Patients Healthy Individuals

Actual Amounts
Patients True Positive (TP) False Negative (FN)

Healthy Individuals False Positive (FP) True Negative (TN)
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Equation 11: 

Equation 12: 

RESULTS
In the present study, the BBA was applied to select a 
valuable subset of features, and the selected features 
were evaluated for the classification and assessment 
of the criteria. The simulation results regarding the 
accuracy, sensitivity, and specificity criteria were 
shown with feature selection; using the bat algorithm, 
as well as the SVM [9], J48 [18], and NB [18] 
classifiers (Table 3). According to the information in 
Table 3, the SVM algorithm, along with the feature 
selection; using the BBA had a better function with 
the accuracy of 99.28%, which could be attributed 
to the superior feature of the SVM in its functioning 
with large datasets. After the SVM, the NB algorithm, 
along with the feature selection; using the binary bat 
algorithm played a key role in the accurate detection 
of breast cancer with 96.43% accuracy. The second 
column of Table 3 indicates the sensitivity of the 
proposed method, which measures the positive cases 
that have been correctly identified. As observed, 
the SVM, along with the BBA had the optimal 
performance. The third column in Table 3 shows the 
diagnostic criterion regarding the negative cases that 
were correctly identified. The SVM algorithm, along 
with the feature selection by the BBA had the optimal 
function in this respect (97.77%). Table 3 also shows 
the other assessed criteria. Accordingly, the use of 
the data mining algorithms, along with the feature 
selection approach by the BBA had higher accuracy 
in the identification of breast cancer patients owing 
to the higher and faster convergence compared to 
other algorithms.

Table 3: Results of Criteria Evaluated in the Proposed Method a
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1 SVM 99.48 97.77 100 99.28 2.86 1.69

2 J48 94.38 86.27 66.15 92.86 7.14 2.67

3 NB 97.44 95.24 70.37 96.43 3.57 1.89
a Abbreviations: MSE, mean square error; NB, naïve bayes; 
RMSE, root-mean-square error; SVM, support vector machine

The mean square error (MSE) is a statistical tool used 
to determine the predictive accuracy in modeling 
[14]. The value of this criterion is shown in Table 3 
for the proposed method and three algorithms. The 
root-mean-square error (RMSE) is a measure that 
was used for the proposed scenarios as presented 
in Table 3. RMSE is mostly used to calculate the 
differences between the predicted values by the 
model and the observed value [14]. The accuracy 
of the proposed model is higher if the MSE of one 
particular model is lower than the other model.

Selected Features
In this study, feature selection was carried out; using 
the BBA to detect breast cancer. The method was 
proposed to increase the accuracy of breast cancer 
diagnosis by reducing the features. The applied 
dataset was extracted from the UCI and analyzed and 
compared using the SVM, J48, and NB algorithms. 
According to the results, the performance of the 
SVM algorithm, along with the use of the BBA 
algorithm provided higher accuracy in the diagnosis 
of the disease compared to the other algorithms. The 
features selected by BBA, which were evaluated in 
three algorithms are presented in Table 4.

Table 4: Selected Features a

Sa
m

pl
e 

C
od

e 
N

um
be

r:
 Id

 N
um

be
r

C
lu

m
p 

T
hi

ck
ne

ss

U
ni

fo
rm

ity
 o

f C
el

l S
iz

e

U
ni

fo
rm

ity
 o

f C
el

l S
ha

pe

M
ar

gi
na

l A
dh

es
io

n

Si
ng

le
 E

pi
th

el
ia

l C
el

l S
iz

e

B
ar

e 
N

uc
le

i

B
la

nd
 C

hr
om

at
in

N
or

m
al

 N
uc

le
ol

i

M
ito

se
s

SVM 0 1 1 1 1 1 0 0 0 1

Tree 0 1 0 0 0 0 1 1 0 0

NB 0 1 0 1 0 0 1 0 0 0
a Abbreviations: NB, naïve bayes; SVM, support vector machine

Also the comparison of the proposed method with 
several examined articles is presented in Table 5. 
As shown in Table 5, the proposed method has 
gained better results in terms of accurate diagnosis 
in comparison to the results obtained in other studies 
[19-22]. In the meantime, llangovan et al., have 
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selected the attributes; using the relief algorithm 
[20]. This algorithm can perform well but it doesn’t 
consider the attributes that have an extension, so the 
results of using this algorithm will be a non-optimal 
series that will reduce the accuracy of the diagnoses. 
In the study of Yang et al., the attributes are chosen; 
using the PCA method [22]. Using this fast and 
simple method has several defects. In this technique, 
the attributes are not selected automatically; as a 
result, there is always the possibility of making a 
mistake by the user. But in the proposed method of 
this study, the attributes are chosen in an optimal way 
and without any human interference which in turn 
has increased the efficiency of this algorithm. One of 
the key features of the BBA is its fast convergence 
capability in the primary stage through switching 
from exploration to extraction. This feature allows 
this algorithm to be effective in applications, such as 
classification, and generally when a quick solution 
is required. The results from this research showed 
that using the BBA, along with the SVM algorithm, 
yields good results in diagnosing diseases. 

Table 5: Comparison of the Results for the Proposed Method
Research Accuracy, % Sensitivity, % Specify, %

2018 [21] 82.00 45.00 –

2019 [20] 85.89 76.00 86.00

2019 [22] 97.71 98.42 99.50

2019 [19] 98.24 – –

Proposed Method 99.28 100 97.77

DISCUSSION
The main purpose of this study was to recognize 
the best attributes in diagnosing breast cancer; 
using the BBA. Extracting useful attributes from a 
massive amount of data related to people’s disease 
and medical records was done; using data mining 
processes. This technique can lead to early diagnoses 
and prevent death. Based on the results of this study, 
the important attributes found by the BBA and SVM 
categorization are clump thickness, uniformity of 
cell size, uniformity of cell shape, marginal adhesion, 
and single epithelial cell size. The definite diagnoses 
of this disease need multiple tests and is a time-
consuming process, but the proposed method has 
been able to prove the diagnoses of this disease with 
the precision of 99.28%. These attributes greatly help 
the early clinical and empirical diagnoses of breast 
cancer and increase their accuracy. This can reduce 

the number of medical tests that are time-consuming 
and put a lot of expenses on the health care system 
and patients. The process of feature selection with 
the BBA and three data mining algorithms are 
evaluated in this research. Proper feature selection is 
an important step in pattern detection, while noisy, 
fake, inappropriate, and additional features in the 
main datasets not only increase the computational 
costs, but they also reduce the quality of the classifier 
function. The reduction of the required information 
leads to the reduced duration of implementation, 
simplified structure, and improved classification 
performance. Therefore, feature selection by 
reducing the dimensions of the data plays a key role 
in the accurate detection of the classification algorithm. 
As a result, finding the optimal subset of features could 
effectively differentiate various models.
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